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总体感觉（个人）
• 鲁棒、增强、多麦：

– PIT等；DL/RL+SP；联合优化；相位信息

• 自适应：
– 参数量；在线；非监督

• AM：
– recurrent；residual；memory

• LM：
– 更强的结构；对话语义

• KWS、解码：
– end-to-end；robust
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• Input explicit context

• Drawback of recurrent NN  implicit context

– BPTT makes NN “deeper”more data

– Gradient vanishing

– Frame by frame  need shuffle/slower

Train stage: test stage: Recurrent the output

Result: CHIME 2 T-F mask method
even slightly better than LSTM

Comment?
if in ASR?



• Speech Enhancement ≠ better human perception  reward

• Action:  T-F mask template

• Value: PESQ = 
noise-reduce + perception

• Baseline: DNN-mapping method 
who can win the game?

• PESQ need n-frames  designment
as a  time varying reward

• Q-learning



总结 Robust (不含SP)
session paper

Deep Learning for 
Source Separation and 
Enhancement II

permutation invariant training of deep models for speaker-independent multi-talker speech 
separation

Deep Learning for 
Source Separation and 
Enhancement II

deep attractor network for single-microphone speaker separation

Deep Learning for 
Source Separation and 
Enhancement I

dnn-based source enhancement self-optimized by reinforcement learning using sound quality 
measurements

Deep Learning for 
Source Separation and 
Enhancement I

recurrent deep stacking networks for supervised speech separation

Robust Speech 
Recognition

a network of deep neural networks for distant speech recognition

Deep Learning for 
Source Separation and 
Enhancement II

deep mixture density network for statistical model-based feature enhancement

Acoustic Modeling I student-teacher network learning with enhanced features

Deep Learning for 
Source Separation and 
Enhancement II

a speech enhancement algorithm by iterating single- and multi-microphone processing and its 
application to robust asr

Noise Modelling, 
Signal Enhancement 
and Equalization

probabilistic spatial dictionary based online adaptive beamforming for meeting recognition in 
noisy and reverberant environments

Topics in Speech 
Recognition

beamnet: end-to-end training of a beamformer-supported multi-channel asr system
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• Batch norm
• Linear input network

• Only change input as CMVN
• How to get distribution in each layer?

• Proposed method
• Get distribution from batch norm
• Only do scaling & shifting

• LHUC
• After the non-linear (before is better?)



BUT:

because the adapted model should not deviate too far from the
SI model given the limited number of adaptation data.

k(2c+1)

c2+k (k>>c)

k2

mn

PQ trained from small subset of training data
Without DPTQ to do unsupervised adaptation

 Get SD parameter DT

c=0  LHUC



总结Adaptation

session paper

Acoustic Modeling 
and Adaptation

extended low-rank plus diagonal adaptation for deep and recurrent neural networks

Robust Speech 
Recognition

unsupervised speaker adaptation of batch normalized acoustic models for robust asr

Acoustic Modeling 
and Adaptation

joint optimisation of tandem systems using gaussian mixture density neural network 
discriminative sequence training

Acoustic Modeling II
unsupervised adaptation for deep neural networks using alternating direction method of 
multipliers

Acoustic Modeling II
cumulative moving averaged bottleneck speaker vectors for online speaker adaptation of cnn-
based acoustic models

Acoustic Modeling II
personalized acoustic modeling by weakly supervised multi-task deep learning using acoustic 
tokens discovered from unlabeled data
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#1 difficult to derive a 
reliable representation for 
short queries due to the lack 
of context
#2 If without text encoder



#1 1-best is good

#2 HMM > CTC feature > CTC > ETE
the ”peakiness” may not only impact 
posteriors, but aspects of the encoded 
features as well

#3 entropy: HMM > CTC > ETE

#4 final result

End2End KWS (Con.)

• LVCSR framework (lattice method)



• Proxy-word: 
– Watermelon (OOV) -> water merry (proxy)

– Define by phone confusion

• If P(water merry|X) < thres:
– Replace “water merry” by “watermelon”

• How to detect proxy-word -> P(W|X) 

• P(W|X) is a CTC trained in LVCSR (without OOV)

• Get better result compared with P(X|W)P(W)
– Hasn’t compared with P(X|W)P(W)/P(X)



总结KWS & Search

session paper

Keyword Search an lstm-ctc based verification system for proxy-word based oov keyword search

End to End Speech 
Processing

end-to-end asr-free keyword search from speech

Acoustic Modeling I end-to-end speech recognition and keyword search on low-resource languages

Keyword Search distance metric learning for posteriorgram based keyword search

Spoken Term 
Detection

morph-to-word transduction for accurate and efficient automatic speech recognition and keyword 
search
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• Pool interpretability
• Feature space transformation
• Encourage NN group together

• Make activation corresponding to:
• Predefined phone similarity

prior (data driven by t-SNE)

• Improve interpretability & discrimination
• Experiment: low-resource KWS

• With generalization problem
• Prior includes: position, tone, stress, 

diacritic, etc.
• Improve lattice  better 

generalization



• TDNN, FSMN model longer context, but fail to model temporal order
• TDNN < LSTM(RNN)



Novel NN (Con.)

In CNTK

TIMIT



总结 AM

topic paper

Acoustic Modeling I recurrent convolutional neural network for speech processing

Neural Network 
Trends in Speech 
Recognition

residual memory networks: feed-forward approach to learn long-term temporal dependencies

Neural Network 
Trends in Speech 
Recognition

stimulated training for automatic speech recognition and keyword search in limited resource 
conditions

Neural Network 
Trends in Speech 
Recognition

advances in all-neural speech recognition

Acoustic Modeling I the microsoft 2016 conversational speech recognition system
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总结 LM

topic paper

Language Modeling recurrent neural network based language modeling with controllable external memory

Language Modeling character-level language modeling with hierarchical recurrent neural networks

Language Modeling learning concepts through conversations in spoken dialogue systems

Language Modeling a neural network approach for mixing language models

Language Modeling dialog context language modeling with recurrent neural networks



总结 engineering

topic paper

Deep Learning for 
Source Separation and 
Enhancement II

impact of low-precision deep regression networks on single-channel source separation

Deep Learning for 
Source Separation and 
Enhancement II

improving music source separation based on deep neural networks through data augmentation and 
network blending

Deep Learning I selecting optimal layer reduction factors for model reduction of deep neural networks

Acoustic Modeling I semi-supervised ensemble dnn acoustic model training

Noise Robust Speech 
Recognition

a study on data augmentation of reverberant speech for robust speech recognition

Robust Speech 
Recognition

discriminative importance weighting of augmented training data for acoustic model training

Topics in Speech 
Recognition

improving latency-controlled blstm acoustic models for online speech recognition

Topics in Speech 
Recognition

predicting error rates for unknown data in automatic speech recognition

Topics in Speech 
Recognition

speeding up softmax computations in dnn-based large vocabulary speech recognition by senone 
weight vector selection

Keyword Search trainable frontend for robust and far-field keyword spotting


